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Abstract—In contrast to usually applied Neural Network (NN) based controllers where the structure and fixed parameters of NN were obtained off line, here we present a fully adaptive Internal Model-based Neural Control design aimed to unknown nonlinear industrial processes with stable dynamics. The internal model of the control plant is implemented by the NN provided with a Stochastic Gradient Descent (SGD) learning algorithm. To cope with a high variability of process gain at different operational points and possible high errors in estimation of the corresponding sensitivities of nonlinear process model we proposed one practical solution to eliminate offset in a steady state at constant system inputs. Some illustrations and performance testing of the proposed adaptive NN controller are given by using an example.
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I. INTRODUCTION

It is well known for a rather long time that the Internal Model Control (IMC) structure has many positive characteristics in terms of stability, robustness and accuracy in a steady-state with respect to a conventional one in the cases of linear models [1]. The IMC design algorithms based on linear models have attracted much attention of control theorists, as well as of practitioners, especially within industrial applications in 1980s. Almost in parallel with such developments many successful trials were conducted using the IMC structure combined with some kind of adaptation mechanism applied to control slowly varying processes [2],[3]. As Multilayer Neural Networks (MLNNs) have been provided with universal approximation capabilities, they were used in IMC structures to control time invariant nonlinear processes [4],[5],[6],[7]. To achieve zero steady state error when constant disturbances and the possible mismatch between real plant and its NN model are present, the Approximate Internal Model-based Neural Control (AIMNC) was proposed for unknown nonlinear discrete time processes [6],[8],[9],[10],[11]. It should be noticed that NNs used in the proposed algorithms were trained off line, i.e. they have a fixed architecture and parameters at implementations. In order to achieve high approximation accuracy, the pre-trained NNs had to have complex architectures (for example, MLNNs with two hidden layers and high number of neurons in each of both) [11],[12]. Besides of NNs complexity required for modeling of high order nonlinear dynamical processes, in some control algorithms it is required to estimate the values of gains and incorporate them in a control variable calculation.

Having in mind that the dynamics of the controlled process can be slowly varying implies that NNs used in control algorithms should have at least some variable parameters and a possibility for their tuning in real time. In that sense high advantages have models which are linear in parameters such as Radial Basis Function (RBF) NNs with fixed hidden neuron weights and parameters, Extreme Learning Machines (ELM) [13], [14], etc. An essential part of adaptive control system is the parameter estimation algorithm that must have a rapid convergence. It is well known that such characteristics have algorithms based on a Least Mean Squares (LMS) performance criterion, i.e. some variants of Recursive LMS (RLMS) or SGD algorithms are very suited to adaptive control system designs [15],[16],[17].

The fully adaptive Internal Model-based Neural Control design proposed here is based on the Fast Clustered Radial Basis Function Network (FCRBFN) [16] and an estimation algorithm of the Nonlinear Autoregressive Moving Average with eXogenous input (NARMAX) model of the controlled process inside IMC system structure provided with the SGD learning algorithm. Instead of using a pre-trained NN model and its corresponding derivative as in the AIMNC [9],[11], we use the FCRBFN and a simple on line calculation of the appropriate control gain in order to deal with a possible offset at steady state.

The rest of the paper is organized as follows. In the Section II, the plant modeling, NN plant model and learning algorithm SGD with a momentum term are given. The Section III gives a description of the fully adaptive neural controller together with the simple way of its gain adjustment. Simulation results demonstrating performance of the proposed control law design procedure are given in the Section IV. In the Section V we give conclusions of the work.
II. THE ON-LINE PLANT IDENTIFICATION

A. The plant modeling

To formulate a control problem for which we propose neural adaptive controllers, it is assumed that the plant dynamics can be modeled by following Nonlinear Autoregressive Moving Average with exogenous input (NARMAX) model

\[ y(k+1) = f(y,u) + d(k), \quad (1) \]

where \( f \) stands for a nonlinear function, \( y = [y(k),y(k-1),...,y(k-n+1)]^T \) and \( u = [u(k),u(k-1),...,u(k-m-1)]^T \) represent vectors composed of the output and input values of the plant at sample instant \( k \), and previous \( n-1 \) and \( m-1 \) outputs and inputs, respectively, and \( d(k) \) represents an effect of the slowly varying disturbances to the plant. Different models of nonlinear system representations and the existence of controllers for such systems were considered in [18]. We decided for this type of an input/output representation in order to loose sometimes strict assumptions regarding a model structure, the order of the system, its relative degree (time delay) and other model parameters used at adaptive controller designs based on linear as well as nonlinear plant models [15],[19]. On the other hand this model form (1) is often used to capture the dominant nonlinear system dynamics when present immeasurable disturbances and/or possible model errors. Two approximations of NARMA model implemented by pre-trained feed-forward NNs have been proposed in [20] in order to compute a control signal to the plant to track a desired reference signal. Based on this model the off-line trained Recurrent NN (RNN) is used for prediction of future outputs needed at calculations of the predictive control law based on a solution of constrained optimization problem [21]. On other hand, the RNN model in [22] is only acting as a medium for the estimation of the parameters for the linear model, in a similar manner to the role provided by recursive identification algorithms within an indirect self-tuning structure. An adaptive control law based on discrete-time plant model in pure-feedback form with state and output prediction has been used in [23]. A state space controllability model has been used in [24] and the on-line tuned RNN in local linearized subsystem was used to approximate a time-delay-free nonlinear plant model. As it was noted in [20], because in all above mentioned cases some kind of the preceding NN training is required. Strictly speaking we cannot consider those cases as adaptive control problems. The latter problems occur when the identification and control are carried out simultaneously. By this we conclude that the identification part of the adaptive control algorithms must have a fast convergence.

B. The neural network plant model

In this paper, the FCRBFN [25] is used for the estimation of the output of the plant given by (1), and the predicted plant output at sample instant \( (k+1) \) follows

\[ \hat{y}(k+1) = N(x,c,\sigma), \quad (2) \]

where \( N(x,c,\sigma) \) is the output of the FCRBFN, \( x \) is an input vector of this network \( (x=[y',u'])^T \), \( c \) and \( \sigma \) are the vectors of centers and spreads of activation functions of neurons in its hidden layer, respectively. A calculation of the network output in (2) is carried by

\[ N(x,c,\sigma) = W^T \Phi(x,c,\sigma), \quad (3) \]

where \( W \) is a weight vector of connections between hidden layer neurons of the FCRBFN model and its output, and \( \Phi \) is a vector composed of activations of hidden layer neurons. Activation function of neurons in the hidden layer is Gaussian function

\[ \phi(x) = e^{-\frac{(x-c)^2}{\sigma_x}}, \quad (4) \]

with a center \( c_x \) and so called spread \( \sigma_x \) of the activation function.

Hidden layer neurons of the FCRBFN are clustered according to its inputs, that means a number of clusters is equal to the number of inputs, i.e. \( n+m \) in total. In our work, it is naturally to distribute activation function of neurons in each cluster in such a way to uniformly cover the range of the possible values of each input. Because, the range widths of the plant outputs and inputs given as

\[ wr_x = \max(x) - \min(x), \quad (5) \]

Where \( x \) is substituted by \( y \) and \( u \), respectively, are known in advance, we only have to decide about their range expansions \( e_x \) (usually expressed in percents) and the number of neurons \( n_{cy} \) in each of \( n \) clusters related to each of the plant output values \( y(k),y(k-1),...,y(k-n+1) \) used as the first network inputs, and the number of neurons \( n_{cu} \) in each of \( m \) clusters related to each of the plant input values \( u(k),u(k-1),...,u(k-m+1) \) used as the second \( m \) network inputs. Let the expanded output and input ranges be, respectively,

\[ e_y = [\min_y - e_y wr_y, \max_y + e_y wr_y], \quad (6) \]

\[ e_u = [\min_u - e_u wr_u, \max_u + e_u wr_u], \quad (7) \]

then corresponding expanded range widths are given by, respectively,

\[ wr_y = \max e_y - \min e_y \quad (8) \]

\[ wr_u = \max e_u - \min e_u \quad (9) \]

Let the centers of neuron activation functions inside one neuron cluster are positioned equidistantly in the expanded ranges, then the distances between two adjacent centers in neuron clusters with corresponding inputs obtained from the tapped plant output and input are given accordingly to

\[ dc_y = \frac{wr_y}{n_{cy}} \quad \text{and} \quad dc_u = \frac{wr_u}{n_{cu}}, \quad (10) \]
where \( dc_j \) is the distance between two adjacent centers of activation functions in neuron clusters whose inputs correspond plant outputs and \( dc_u \) is the distance equivalently defined. Thus, the centers of activation functions in neuron clusters whose inputs correspond plant outputs and inputs are as follow, respectively,

\[
c_{s,j} = \min er_j + \frac{dc_j}{2} + (j-1)dc_j, \quad j = 1, \ldots, n_s, \tag{11a}
\]
\[
c_{u,j} = \min er_j + \frac{dc_u}{2} + (j-1)dc_u, \quad j = 1, \ldots, n_u. \tag{11b}
\]

Also, it is naturally in our work to take all neurons in the first \( n \) clusters with the equal spreads of the activation function \( \sigma_s \) and for the rest \( m \) neuron clusters in hidden layer to have equal spreads of the neuron activation functions \( \sigma_u \). Denoting ratios of the distances between centers of adjacent neuron activation function and their corresponding spreads with \( sr_j \) and \( sr_u \) for the first \( n \) and second \( m \) neuron clusters in hidden layer, respectively, the spreads \( \sigma_s \) and \( \sigma_u \) are given by

\[
\sigma_s = sr_j dc_j \quad \text{and} \quad \sigma_u = sr_u dc_u. \tag{12}
\]

We can conclude this subsection of the paper by mentioning that our neural network plant model has \( n + m \) inputs with all weights of connections from input to the hidden layer neurons put to one and with a total number of neurons in hidden layer equal to

\[
n_m = nm_{cy} + mn_{cu}. \tag{13}
\]

### C. An adaptive estimation algorithm

At the begging we suppose a classical IMC control structure shown in Fig.1. in which an internal model of the plant \( \hat{P} \) will be implemented by the FCRBFN above described. In sequel, we will present an algorithm by which NN parameters can be adjusted on line for all time without the preceding off line NN training requested at some earlier published research results \([6],[8],[9],[10],[11],[12],[19],[20],[21],[22],[24]\). We propose this algorithm by having in mind recent results and discussions on universal learning machines (MLNNs, ELM, the Kernel Least Mean Squares (KLMS) \([13],[14],[26],[27]\)) and parsimonious characteristics of the FCRBFN \([25]\) in view of the number of weights required to adjust during a learning process.

Subtracting a prediction of the plant output \( \tilde{y}(k+1) \) given by (2) from its true value \( y(k+1) \) at time instant \( (k+1) \), for the model output estimation error we obtain

\[
\varepsilon(k) = y(k+1) - \tilde{y}(k+1) = u(k+1) - W^T \Phi(x,c,\sigma). \tag{14}
\]

Based on this model estimation error \( \varepsilon(k) \) we use a performance criterion of the adaptive estimation algorithm proposed here as follows

\[
J(k) = \frac{1}{2}(\varepsilon(k))^2. \tag{15}
\]

After the substitution of (14) into (15) we have

\[
J(k) = \frac{1}{2}(y(k+1) - W^T \Phi(x,c,\sigma))^2. \tag{16}
\]

Applying a SGD algorithm to adopt weights of FCRBFN defined by \( W \), an increment of the weight vector should be

\[
\Delta W(k) = -\eta \nabla J(k) = \eta \Phi(x,c,\sigma) \varepsilon(k), \tag{17}
\]

where \( \eta \) is a learning rate parameter.

On other side, from (14) we see that the model output estimation error \( \varepsilon(k) \) is a linear function with respect to weights given by the vector \( W(k) \). It follows from (14), that at the next time instant \( (k+1) \) the model output estimation error \( \varepsilon(k+1) \) becomes

\[
\varepsilon(k+1) = y(k+2) - (W(k) + \Delta W(k))^T \Phi(x+\Delta x,c,\sigma). \tag{18}
\]

After subtracting (18) from (14) and using Taylor series expansion of the vector function \( \Phi(x+\Delta x,c,\sigma) \) on the right hand side of (18) around \( x \) we obtain

\[
\varepsilon(k+1) - \varepsilon(k) = -(W(k))^T \Phi + \frac{\partial \Phi}{\partial x} \Delta x + \ldots + W(k)^T \Phi - \Delta W(k)^T (\Phi + \frac{\partial \Phi}{\partial x} \Delta x + \ldots) + y(k+2) - y(k+1), \tag{19}
\]

where \( \frac{\partial \Phi}{\partial x} \) is a matrix of the first order derivatives of the neuron activation functions whose arguments are omitted for simplicity. Because all neurons in one neuron cluster \( i (i=1,\ldots,n+m) \) of the FCRBFN have the same input \( x_i \), this matrix has diagonal form with elements

\[
\frac{d \phi(x)}{dx} = \frac{2(x_i - c_i)}{\sigma_i} \phi(x), \tag{20}
\]

where \( c_i \) and \( \sigma_i \) represent corresponding center and spread of the neuron activation function inside the given neuron cluster. By inserting (17) into (19) and after some rearranging of terms, it follows

\[
\varepsilon(k+1) = [1 - \eta \Phi^T \Phi] \varepsilon(k) + \Delta y(k+2) - W(k)^T \frac{\partial \Phi}{\partial x} \Delta x + h.o.t., \tag{21}
\]
where \( \Delta y(k + 2) = y(k + 2) - y(k + 1) \) and \( h.o.t. \) represent terms that contain products of the first order differences of plant input and plant output mutually or with weight increments defined by the vector \( \Delta W(k) \). At some operating conditions in control applications, the plant inputs and outputs usually take constant values and consequently \( \Phi \) becomes a constant vector, \( \partial \Phi / \partial x \) constant matrix and \( h.o.t. \) as well as \( \Delta y(k + 2) \) vanishes to zero. Thus, after omitting on right hand side of (21), the terms that contain first order differences of variables, for the model output estimation error one obtains a next time difference equation

\[
\varepsilon(k + 1) \equiv [1 - \eta \Phi^T \Phi] \varepsilon(k).
\]  
(22)

Taking into account (6), the Euclidian norm of the vector neuron activation functions \( \Phi \) satisfies next inequality

\[
\| \Phi \| \leq \sqrt{n_m}.
\]  
(23)

By this condition (23), a convergence in (22) and of the SGD algorithm in general, can be achieved if the learning rate parameter is chosen according to

\[
\eta < \frac{2}{mn_{\Phi} + mn_{\Phi u}}.
\]  
(24)

In contrast to off line training of the NN where general recommendation on a choice of learning rate to be between 0 and 1, it is needed to dedicate a special attention at choosing right learning rate for on line training inside adaptive systems. Perhaps, in other applications related to off line data processing, if a divergence of the algorithm appears then one could try it with a smaller value of \( \eta \) applied to the same data set. However, we also should have in mind that at cases where the noises and outliers are present in data, those can influence an unacceptable zigzag movement of the algorithm to its minimum. Consequently, to the purpose of this work we propose to use the SGD algorithm with a momentum term, i.e. instead of (17) the parameter adaptation of the FCRBFN should be performed by

\[
\Delta W(k) = \alpha \Delta W(k - 1) + \eta \Phi \varepsilon(k),
\]  
(25)

where \( \alpha \) \( (0 < \alpha < 1) \) determines a filtering characteristic of this parameter update and should be appropriately chosen.

Some advantages of the FCRBFN in respect to the standard feedforward neural network with a single hidden layer trained with the backpropagation algorithm, ELM and Support Vector Machine has been illustrated on solving benchmark problems and by simulation results in [25]. At this moment we would like to mention only two advantages of the above given SGD learning algorithm with respect to the originally used RLMS, i.e. its computational simplicity and without the need to cope with known drawbacks of RLMS algorithms [21]. Simulation results (some of these will be given in continuation of this paper) show other advantages of the SGD algorithm with the momentum term.

### III. AN ADAPTIVE IMC CONTROLLER

#### A. The fully adaptive control design

Thanks to robustness characteristics of the IMC structure with respect to plant modeling errors as we mentioned in the introduction of this paper, many researchers used this structure as a basis to develop different control strategies. Further on, we also use the basic structure shown on Fig.1. and its corresponding modification shown on Fig.2. in order to fulfill usual requirements of the control of slow varying dynamical processes.

At the first case, we use the FCRBFN equipped with the SGD learning algorithm (25) to implement the internal model of the plant \( \widehat{P} \). At cases where the nonlinearities of controlled processes are not so strongly present, it is possible to use some kind of linear controller \( Q \) in the IMC structure. Thus, instead of using linear approximation of the nonlinear plant model obtained by the RLMS estimation algorithm of its parameters [17], for example, performance improvements of the whole control system can be expected if we have better estimation of the true nonlinear plant dynamics as proposed here by (25). On the other side, a fixed part of linear controller \( Q \) can be chosen in accordance with a prior knowledge of the controlled process, that is an estimation of a range of its possible gain changes and dominant dynamics. A variable part of the linear controller \( Q \) has to be chosen so that total gain in a direct signal path (from the reference to output) is equal to 1.

Thus, let the fixed part of the \( Q \) controller is given by a low order transfer function

\[
Q_f(z^{-1}) = \frac{N_Q(z^{-1})}{D_Q(z^{-1})}, Q_f(l) = 1,
\]  
(26)

then to achieve a zero steady state error at constant reference signal, it is necessary to adjust a gain of the variable part so that a total gain in the direct signal path satisfies a condition

\[
Q_f(l)K_QK_p = 1,
\]  
(27)

![Figure 2. The modified IMC structure](image)
where $K_p$ is a steady state gain of the plant at the given operational point and $K_Q$ should be adjusted. As we have assumed that this gain might change during system operation, then in order to provide zero steady state error

$$e_{SS} = \lim_{k \to \infty} e(k) = \lim_{k \to \infty} (r(k) - y(k)), \quad (28)$$

it is possible to use a simple approximation to determine the steady state gain of the plant by

$$K_p = \frac{y_{SS}}{u_{SS}}, \quad (29)$$

where $y_{SS}$ and $u_{SS}$ are some averaged values of plant outputs and inputs, respectively. These averaged values can be computed as averages of a few preceding values, before and including a current time sample $k$, i.e.

$$y_{SS} = \frac{\sum_{i=0}^{N-1} y(k-i)}{N} \quad \text{and} \quad u_{SS} = \frac{\sum_{i=0}^{N-1} u(k-i)}{N}, \quad (30)$$

or by a low pass filtering of the plant outputs and inputs, respectively.

Finally, the gain of the variable part of the linear controller $Q$ should be adjusted according

$$K_Q = \frac{1}{K_p}. \quad (31)$$

In the second case, it is supposed that the control plant has much higher changes of its dynamic characteristics in an operational range and the plant estimation model is not enough accurate as a consequence of not having inputs that satisfies the persistent excitation condition [15],[17]. For example, at some steady states there always exist some offsets in the model estimation error $\epsilon(k)$. Although these offsets might be of small values when plant gains are high, one can not provide above mentioned condition related to the direct signal path.

IV. AN ILLUSTRATIVE EXAMPLE AND PERFORMANCE COMPARISON

Example 1: In performed simulations, the adaptive control system based on the plant internal model implemented by FCRBFN and provided with the SGD algorithm with the momentum term has been compared to the adaptive system under same conditions except the estimation algorithm has been replaced by the RLMS one. The true plant model in the considered systems is given by a discrete time state space equations as follows

$$x_2(k+1) = x_1(k),$$
$$x_3(k+1) = x_4(k),$$
$$x_4(k+1) = u(k), \quad (32)$$

and the plant output is represented by

$$y(k) = \frac{y(k-1)u(k-1) + v(k)}{1 + y(k-1)^2}, \quad (33)$$

The FCRBFN architecture in both adaptive system is the same with parameters as follow: $n = 4$, $n_{cy} = 2$, $max y = 1.5$, $min y = 0$, $e_y = 0.5$, $sr_y = 1$, $m = 3$, $n_{cu} = 2$, $max u = 1$, $min u = 0$, $e_u = 0.5$, $sr_u = 1$.

Parameters of the SGD learning algorithm with the momentum term are chosen as: $\eta = 0.11$, $\alpha = 0.2$. An initial value of the weight vector is chosen as a random vector with components inside $[0,1]$.

In order to compare performance, the RLMS learning algorithm in another adaptive system has been started with the same initial weight vector as above mentioned and the covariance matrix set to be a unit diagonal matrix. Comparison of the performance is based on three criteria, that is on computing of following indexes

$$e_{MSE} = \frac{1}{N} \sum_{k=0}^{N} \epsilon(k)^2, \quad u_{MSE} = \frac{1}{N} \sum_{k=0}^{N} u(k)^2, \quad e_{AAE} = \frac{1}{N} \sum_{k=0}^{N} |\epsilon(k)|, \quad (34)$$

whose values are summarized in Table I. It is apparent from results given in Table I that the adaptive system equipped with the SGD learning algorithm has better performance than the adaptive system with the RLMS algorithm. Results of simulation related to the adaptive system that uses the SGD learning algorithm are shown on Fig.3, Fig.4 and Fig.5.

<table>
<thead>
<tr>
<th></th>
<th>$e_{AAE}$</th>
<th>$e_{MSE}$</th>
<th>$u_{MSE}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SGD</td>
<td>0.0432</td>
<td>0.0142</td>
<td>0.1299</td>
</tr>
<tr>
<td>RLS</td>
<td>0.0791</td>
<td>0.0154</td>
<td>0.1344</td>
</tr>
</tbody>
</table>

Figure 3. Output $y$ and reference $r$ of the system
In this paper we have presented a fully adaptive neural controller in the IMC system structure. An internal plant model as the essential part of the used control structure is realized by the simple RBF NN architecture provided with the SGD learning algorithm. For this SGD algorithm we have proved a convergence and shown some performance testing through an example. We have also presented a simple way for an adjustment of the gain in the proposed adaptive neural controller design required to provide zero steady-state error in the cases of constant reference signals and constant disturbances.
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