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Abstract - Most of the standards for coding of digital video use predictive coding where only the difference between the currently coded picture and its prediction is actually coded in the bitstream. A prediction is formed based on one or more previously coded pictures, usually using block-based motion compensation. In this paper, the efficiency of the motion compensation techniques defined by MPEG-2, MPEG-4 and H.264 standards is compared using MSE (Mean Squared Error) as a measure.
1. INTRODUCTION

A compression of video signals by video encoders compliant to MPEG-2, MPEG-4 and H.264 standards is achieved using a number of techniques, which include:

· motion compensated prediction

· transform coding

· quantization

· entropy coding

All of these encoders have similar structure which is shown in the Figure 1.
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Figure 1. General structure of the video encoder

The encoder first eliminates the temporal correlation from the video signal by subtracting the prediction samples from the coded picture samples. Depending on the type of the prediction used, three types of coded pictures are defined. Intra coded pictures are coded without reference to previously coded pictures. Pictures of this type provide only a moderate compression ratio, but can be used as points of the random access to the coded video bitstream. For predictive and bidirectionally predictive coded pictures, a prediction is formed for every macroblock (a block of 16x16 luminance samples and the corresponding chrominance samples) in the picture, based on one or two previously coded pictures, respectively. Prediction samples are formed using block-based motion compensation which is performed by copying the samples from the block in the reference picture that matches the currently coded block most closely. The process of finding the best matching block in the reference picture is called motion estimation.

After the motion compensation a block transform is applied to the residual (prediction error) samples in order to eliminate the spatial correlation. Most of the standards use 2D DCT (Discrete Cosine Transform) or some of its integer approximations for this purpose. The transform coefficients are then quantized in order to remove the coefficients that are unimportant to the visual appearance of the image. The block of quantized coefficients is suitable for run-length coding since many of the coefficients have the value zero after the quantization. Every non-zero coefficient in the block is coded by (run, level) pair of values, where level is the value of the non-zero coefficient, and run is the number of preceding zero coefficients. Finally, an entropy coding process is performed on a set of (run, level) pairs in order to code more probable combinations with less bits. Because the decoder forms prediction based on previously decoded pictures which may not be identical to the original pictures due to quantization, the encoder must apply inverse quantization and inverse transform to the quantized coefficients and use the reconstructed pictures as a reference.

The quantization, run-length and entropy coding perform best when the residual samples are small. Because of that, the efficiency of the motion compensation is very important for achieving good compression ratio without significantly decreasing picture quality.

2. MOTION ESTIMATION

Motion estimation is the process of finding the reference block that represents the best match for the currently coded picture block. The location of the best matching block is transmitted to the decoder relatively to the location of the coded block in the form of motion vector. Because the motion vectors for chrominance components are calculated from the motion vectors for luminance component, motion estimation is performed for luminance blocks only.

For each block of luminance samples, the motion estimation algorithm searches the neighboring area of the reference picture for a matching block. The best match is the one that minimizes some criterion. The two most frequently used criteria are MSE (Mean Squared Error) and MAE (Mean Absolute Error).

MSE provides a measure of the energy remaining in the residual block. MSE for the NxN block is defined as
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where Cij are the coded block samples, and Rij are the reference block samples. MAE provides a reasonably good approximation of residual energy and is easier to calculate than MSE, since it does not require multiplication. MAE of the NxN block is defined as
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In theory, the only way to find the best matching block is to compare blocks in the reference picture at all possible locations. This approach is very impractical because of the large number of comparisons required. In practice, a good match can usually be found in the immediate neighborhood of the block location in the reference picture. For practical implementations, the search for a matching block is limited to a search window, usually centered on the current block location. Full search motion estimation calculates the comparison criterion at each possible location in the search  window. Full search is computationally very intensive, particularly for large search windows. Because of that, many "fast search" algorithms have been developed to reduce the number of required comparisons.

3. MPEG-2 MOTION COMPENSATION

In MPEG-2 standard, one motion vector per macroblock is defined, i.e. motion compensation is performed on 16x16 blocks of samples. Because the movement of the objects in the picture can be very complex, all motion vectors are specified to an accuracy of one half sample. This means that if a component of the motion vector is odd, the prediction samples will be read from mid-way between the actual samples in the reference picture. These half-samples are calculated by simple linear interpolation from the actual samples as shown in the Figure 2.
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Figure 2. Half sample interpolation scheme

The samples at half sample positions are calculated as:
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(the symbol // denotes division with rounding to the nearest integer)

4. MPEG-4 MOTION COMPENSATION

Motion compensation in MPEG-4 standard is performed on 16x16 or 8x8 blocks of samples, using one or four motion vectors per macroblock, respectively. Encoder can choose the number of motion vectors adaptively on a macroblock-by-macroblock basis. Motion vectors can be defined to an accuracy of one half sample or one quarter sample.

 In half sample interpolation mode, samples at half sample locations are calculated using linear interpolation similar to the one in the MPEG-2 standard. These samples are calculated using the following formulas:
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where rc is the rounding control flag which is encoded in the video bitstream.

In quarter sample mode interpolation, for each block of size NxN in the reference picture which position is defined by the decoded motion vector for the block to be predicted, a reference block of size (N+1)x(N+1) biased in the direction of the half or quarter sample position is read from the reference picture. Then, this reference block is symmetrically extended at the block boundaries by three samples using block boundary mirroring according to Figure 3.
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Figure 3. Block boundary mirroring

The half sample values are calculated by horizontal  filtering and subsequent vertical filtering using an 8-tap FIR interpolation filter with the coefficients (-1, 3, -6, 20, 20, -6, 3, -1) as shown in the Figure 4. 
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Figure 4. Half sample interpolation scheme in MPEG-4 quarter sample interpolation mode
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If applicable, the quarter sample values are calculated in a second step following the half sample interpolation described above. Here, interpolation between the corresponding half and integer sample values is carried out using the same interpolation scheme as in the half sample interpolation mode.

5. H.264 MOTION COMPENSATION

H.264 standard offers different options for allocating  motion vectors within a macroblock, ranging from one motion vector per macroblock to an individual motion vector for each of the 16 luminance 4x4 blocks. Each macroblock can be partitioned as one 16x16 partition, two 16x8 or 8x16 partitions or four 8x8 partitions. In the 8x8 partition mode, each of the four 8x8 partitions (called sub-macroblocks) can be further partitioned a one 8x8 partition, two 8x4 or 4x8 partitions or four 4x4 partitions. A motion vector is defined for every partition.
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Figure 5. Macroblock and sub-macroblock partitions
For each block of size NxN in the reference picture which position is defined by the decoded motion vector for the block to be predicted, a reference block of size (N+5)x(N+5) at  location (-2, -2) relative to the location of the NxN block is read from the reference picture.
The half sample values are calculated by horizontal  filtering and subsequent vertical filtering using a 6-tap FIR interpolation filter with the coefficients (1, -5, 20, 20, -5, 1) as shown in the Figure 6.
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Figure 6. Half sample interpolation scheme in H.264
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(the values b', c', d', e', f' are calculated in the same way as the value a')

The samples at quarter sample positions are derived by averaging with upward rounding of the two nearest samples at integer and half sample positions.
6. RESULTS

Table 1. shows the results for the seven different motion compensation algorithms that have been tested. These algorithms include 

· integer sample m.c. on 16x16 blocks

· half sample m.c. on 16x16 blocks

· half sample m.c. on 8x8 blocks

· MPEG-4 quarter sample m.c. on 16x16 blocks

· MPEG-4 quarter sample m.c. on 8x8 blocks

· H.264 quarter sample m.c. on 8x8 blocks

· H.264 quarter sample m.c. on 4x4 blocks

The results of the simple differencing without motion compensation are also included for comparison.
	Algorithm
	Max MSE
	Avg MSE

	No motion compensation
	4556
	676

	Integer sample, 16x16
	2501
	259

	Half sample, 16x16
	2175
	174

	Half sample, 8x8
	2175
	119

	MPEG-4 Quarter sample, 16x16
	2448
	145

	MPEG-4 Quarter sample, 8x8
	1005
	86

	H.264 Quarter sample, 8x8
	1494
	94

	H.264 Quarter sample, 4x4
	578
	48


Table 1. Maximum and average MSE per macroblock for different motion compensation algorithms
All algorithms have been tested using full search motion estimation with the 33x33 window centered on the current block.
Figures 7 and 8 show the reference and the predicted picture that have been used for testing.
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Figure 7. Reference picture
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 Figure 8. Predicted picture

Figure 9 shows the residual picture in the case when motion compensation is not performed.
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Figure 9. The residual picture without motion compensation
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Figure 10. The residual picture for half sample motion compensation on 8x8 blocks
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Figure 11. The residual picture for H.264 quarter sample motion compensation on 4x4 blocks
For comparison, figures 10 and 11 are included, showing the residual pictures for half sample motion compensation on 8x8 blocks and H.264 quarter sample motion compensation on 4x4 blocks.

7. CONCLUSION
In this paper, the efficiency of seven different motion compensation algorithms defined by MPEG-2, MPEG-4 and H.264 standards was compared using MSE as a measure. As expected, the results show that the algorithms which use finer resolution of motion vectors and smaller blocks perform better. The results also show that the half sample motion compensation using 8x8 blocks performs better than quarter sample motion compensation using 16x16 blocks. However, it has to be taken into account that the use of more motion vectors means that more data has to be transmitted to the decoder, increasing the overhead.
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